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Preflight Spectral Calibration of the
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Abstract—We report on the preflight spectral calibration of the
first Orbiting Carbon Observatory (OCO) instrument. In partic-
ular, the instrument line shape (ILS) function as well as spectral
position was determined experimentally for all OCO channels. Ini-
tial determination of these characteristics was conducted through
laser-based spectroscopic measurements. The resulting spectral
calibration was validated by comparing solar spectra recorded
simultaneously by the OCO flight instrument and a collocated
high-resolution Fourier transform spectrometer (FTS). The spec-
tral calibration was refined by optimizing parameters of the ILS
as well as the dispersion relationship, which determines spectral
position, to yield the best agreement between these two measure-
ments. The resulting ILS profiles showed agreement between the
spectra recorded by the spectrometers and FTS to approximately
0.2% rms, satisfying the preflight spectral calibration accuracy
requirement of better than 0.25% rms.

Index Terms—Carbon dioxide (CO2), instrument line shape
(ILS), Orbiting Carbon Observatory (OCO), spectral calibration.

I. INTRODUCTION

THE Orbiting Carbon Observatory (OCO) was a National
Aeronautics and Space Administration (NASA) Earth

System Science Pathfinder (ESSP) mission designed to mea-
sure global column CO2 concentrations twice a month with the
precision and accuracy required to detect sources and sinks on
regional scales [1]–[3]. It was launched on February 24, 2009,
but did not achieve orbit due to a failure of the launch vehicle.
However, the details of its preflight calibration are relevant both
in their own right and as a guide for the calibration of the OCO-
2 instrument, planned for launch in February 2013.

This paper describes the prelaunch spectral calibration of the
OCO instrument, determined during thermal vacuum testing
of the instrument at the Jet Propulsion Laboratory (JPL) in
early 2008. The radiometric calibration of OCO is described
in a companion paper [4]. The spectral calibration includes two
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Fig. 1. Single frame of data (0.3-s exposure) from (top) the 0.76-μm O2

A-band, (middle) 1.6-μm weak CO2 band, and (bottom) 2.06-μm strong CO2

band focal plane arrays recorded by the OCO instrument while viewing the
moon on February 28, 2008. Absorption features are clearly seen as dark bands
in each frame. The inset shows the phase of the moon and approximate orien-
tation of the OCO spectrometer field stop when these images were acquired.

critical pieces: the spectral dispersion and the instrument line
shape (ILS) function of each detector element. The spectral
dispersion describes the wavelength at which each detector
element had its centroid response. The ILS, also commonly
referred to as the spectral response function, represents the
response of a single detector element to any wavelength of light
incident upon that element. The ILS and dispersion parameters
were validated using solar spectra collected by the instrument
and compared against simultaneously collected spectra from
a collocated high-resolution Fourier transform spectrometer
(FTS) observing the same spectral regions.

This paper is organized as follows. Section II provides a
brief overview of the OCO instrument. Section III describes
the diode-laser method used to derive the spectral dispersion
relationships and ILS functions for each OCO pixel. Section IV
discusses the validation and refinement of the laser-based spec-
tral calibration using collocated observations of the sun with
a high-resolution FTS. Section V summarizes this paper and
offers some concluding thoughts.

II. INSTRUMENT OVERVIEW

The OCO instrument was to measure sunlight reflected by
the surface and atmosphere of the Earth in three narrow bands.
The Oxygen-A band measured absorption by molecular oxy-
gen near 0.76 μm, while two carbon dioxide bands, termed
the weak and strong CO2 bands, were located near 1.6 and
2.0 μm, respectively. A spectrum of the moon in all three bands
taken with the flight instrument from Pasadena, CA, is shown
in Fig. 1.
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TABLE I
SUMMARY OF OCO INSTRUMENT PERFORMANCE PARAMETERS

The instrument consisted of three grating spectrometers,
one for each spectral band. Light was directed into the spec-
trometers through a common telescope and a series of beam
splitters and reimagers. Just before the incoming light enters
each spectrometer, a linear polarizer selected the polarization
vector parallel to the entrance slit. Each spectrometer worked
in first order and used a flat holographic grating. The system
was optically fast (F /1.8) and yielded a high signal-to-noise
ratio (SNR) (typically greater than 300:1). See [5] for further
details of the instrument optical design. A summary of relevant
instrument parameters is shown in Table I.

At each spectrometer’s focus, an area array collected the
spectrum. As is typical in imaging spectrometers, one di-
mension measured field angles along the slit, and the other
dimension measured different wavelengths. The detectors were
1024 × 1024 arrays. The O2 A-band was silicon (HyViSI)
Hawaii-1RG, and the two CO2 detectors were HgCdTe Hawaii-
1RG; all were manufactured by Teledyne Scientific and Imag-
ing, LLC. The OCO detectors were cooled to 180 K (O2 A)
and 120 K (weak CO2 and strong CO2) and actively controlled
to within ±1 K. Only 160 pixels in the spatial dimension were
used out of the 1024. Sets of 20 were averaged onboard to yield
eight spatial footprints1; each would have had a 1.5-km field
of view on the ground. In the spectral dimension, four pixels
were blacked out on each side of the array, leaving 1016 pixels
(or channels) per band per footprint. This meant that OCO had
a total of 3048 spectral channels in each of the eight separate
spatial footprints.

The OCO instrument was designed to have a spectral sam-
pling of approximately two detector elements per full width at
half maximum (FWHM) in each band and a spectral resolving
power λ/Δλ of approximately 20 000, which is sufficient to
resolve individual rovibrational transitions of oxygen and CO2

from the neighboring continuum. The spectral resolving power,
as well as spectral dispersion, was determined primarily by
the three flat holographic diffraction gratings, one for each
measured spectral band. The specific shape of the OCO ILS
function was determined by the slit width, pixel pitch, optical
aberrations, diffraction, detector crosstalk, and stray light in an
approximate descending order of importance.

1An onboard map of bad pixels was applied such that bad pixels were given
zero weight in this average.

Fig. 2. Flowchart showing the basic steps in determining the instrument
dispersion and ILS for each pixel. White boxes represent data sets, gray boxes
represent processing steps, and black boxes represent final spectral calibration
products.

III. INITIAL ILS AND DISPERSION DETERMINATION

The central challenge of the OCO spectral calibration was
determining not just a single ILS, but rather the ILS for each
and every spectral pixel index, footprint, and band. The three
bands, eight footprints per band, and 1016 spectral pixels per
footprint yield in theory 24 384 individual ILS functions. This
is in contrast to, e.g., the Thermal and Near Infrared Sensor
for Carbon Observations (TANSO)-FTS aboard the Greenhouse
Gases Observing Satellite (GOSAT) [6], [7], which in theory
has just two ILS functions (one per polarization). However, the
physics of the OCO instrument design indicates that the ILS
and centroid wavelength response (dispersion) of OCO should
vary smoothly in the spectral dimension across each band,
mitigating the challenge. The overall procedure for determining
the preflight spectral calibration (i.e., spectral dispersion and
ILS for each pixel) is shown in Fig. 2.
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Fig. 3. Wavelength scan ranges used in the tunable diode-laser tests. There
were 19 small wavelength ranges scanned for each spectral band, although there
was some overlap of the scan ranges as shown. The vertical axis depicts the
number of individual wavelength steps in a given scan (or sweep). From top to
bottom are shown the O2 A-band, weak CO2 band, and strong CO2 band.

A. Laser-Diode Test Setup

The ILS functions and spectral dispersion were determined
predominantly from diode-laser experiments. These tests were
conducted with three separate tunable diode lasers2 having
instantaneous linewidths < 1 MHz, one for each of the OCO
bands. Each laser was fiber coupled to both a wavemeter3

and a 2-in-diameter integrating sphere4 located at the focus
of a collimator. The fiber splitters for the 760- and 1560-nm
bands had a 96/4 split ratio, sending 4% of the power to
each wavemeter. The splitter for the 2060-nm band had a
50/50 split ratio because that wavemeter required more power.
The collimator uniformly illuminated the entrance telescope
of the OCO instrument. This collimated light passed into the
vacuum chamber through a 6.5-in-diameter window,5 where
it uniformly illuminated the entrance telescope of the OCO
instrument.

Each tunable diode-laser test consisted of setting the lasers to
a specific wavelength, waiting for frequency and intensity sta-
bilization, averaging several seconds of data, and then scanning
the laser wavelength by a small fraction of the FWHM to repeat
the process. The lasers typically required tens of seconds to
properly stabilize at the desired wavelength. Scanning the entire
spectral range of each band in this manner would have taken
many days and was impractical. Therefore, detailed ILS char-
acterizations were performed over a limited set of wavelengths
that spanned each spectral range and could be interpreted to
parameterize all of the ILS functions.

Fig. 3 shows the laser scans that were used for the ILS
determination. There were 19 such scans for each spectral
band. Each horizontal line segment denotes a laser wavelength

2New Focus, Velocity 6300 series.
3Burleigh (EXFO) model WA-1000.
4The sphere was manufactured by Sphere Optics with their proprietary

Zenith coating.
5Composed of Heraeus F7410 material.

Fig. 4. Plot of dark-subtracted pixel response to diode laser along a spatial
row on the 1.6-μm band focal plane array for a single spectral point near band
center. These data have not been averaged down to eight spatial footprints; the
full spatial resolution has been retained for clarity. Black curves are for one
laser wavelength, and gray curves are for a nearby laser wavelength. Units are
digital numbers (DNs) or counts. (a) An early test showing large amount of
speckle, manifested as a nearly random intensity at each pixel. The gray trace
has been offset by 103 DN for clarity. (b) A later test after the spinning ground
glass disk was introduced to reduce speckle. The speckle has been almost
entirely eliminated, although the laser power received by the instrument has
been significantly reduced.

scan range; the vertical axis shows the number of discrete
wavelengths within such a scan range. A typical scan had
30 wavelengths with a step size such that there were ∼60
laser wavelengths per ILS FWHM. Note that, since there
were ∼2–2.5 spectral samples per FWHM, this represents
20–30 laser steps per spectral sample. A smaller number of
tests were performed with 90 wavelengths per scan to provide
detailed characterization of the cores of the ILS functions.

Early laser test data were difficult to interpret due to laser
speckle. Laser speckle is the random intensity pattern that
results from the interference of photons with varying phases. As
shown in Fig. 4(a), each time the laser wavelength was changed,
the speckle pattern would also change, causing changes in the
pattern of light on the focal plane that were unrelated to the
instrument ILS. The data used for final determination of
the ILS were collected with a spinning ground glass disk6

placed in front of the integrating sphere aperture. This tech-
nique minimized laser speckle by modulating the phase coher-
ence of the laser light on a time scale that was short relative to
the 3-Hz frame rate of the OCO instrument. By averaging over
a few dozen frames, the speckle was almost entirely eliminated
[see Fig. 4(b)]. The remaining variations in pixel response were
then due to laser frequency jitter and detector noise alone. One
drawback of using the spinning disk was a reduction in the laser
power illuminating the instrument by a factor of approximately

6The 6-in-diameter disk was made of fused silica and rotated at several
hundred revolutions per minute; its surface was roughened via sandblasting.
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Fig. 5. Data recorded from the laser scans as seen by each of several
neighboring pixels in the O2 A-band. In panel (a), the signal from a set of 11
pixels is displayed in different colors. In panel (b), these channels are combined
to give a single set of data with a much higher resolution, as shown by the
colored circles. Additional pixels with smaller responses are shown as black
diamonds; their wavelength centroids were approximated as described in the
text. These pixels contained information on the far wings. The red vertical lines
near the top of panel (b) represent the wavelength positions used to represent
the ILS on a fixed wavelength grid.

three. The curved response shape evident in Fig. 4(b) was
due to nonuniform optical illumination of the detectors inside
the instrument (automatically accounted for in the radiometric
calibration).

Laser power fluctuations added an additional level of com-
plexity to the measurements. The laser power was found to
fluctuate over both short and long time scales and therefore
required precise quantification so the effect could be divided
out. It was found that the laser power could be determined by
simply summing the calibrated response of the flight instrument
for any time sample. Once known, the power fluctuations were
divided out of the signal. Finally, the signal was averaged
over the period for which the laser was stabilized at a given
wavelength in order to reduce instrument noise.

B. ILS Averaging and Gridding

As described in Section III-A, 19 laser scans were performed
for each spectrometer band. Over each scan, several tens of
pixels recorded signals clearly distinguishable from instrument
noise levels. This is shown in Fig. 5(a), which shows the
response of the 11 spectral pixels with the highest response to
a particular laser scan; the response for each spectral pixel is
shown in a different color. As expected, these 11 pixels seem
to have nearly identical ILSs; this indicates that there was not
a serious fringing problem, unlike the Atmospheric Infrared
Sounder instrument [8], which also used a grating spectrometer.
Unfortunately, there was only limited information (30 data
points) gained for the ILS of an individual pixel. In order to
maximize information about the ILS over a given scan range,
two assumptions were made. First, the average ILS of a set
of several tens of adjacent spectral pixels represented the ILS
of the spectral pixel falling in the center of that set. Second,
the ILS varied smoothly across the entire spectrometer band
to enable representing this dependence as a polynomial (see
Section III-C). Both of these assumptions were consistent with

the physics of the OCO instrument and were ultimately borne
out by the success of meeting the ILS knowledge accuracy
requirements (see Section IV-D).

Therefore, each laser scan would yield precisely one ILS
function, taken to characterize the pixel falling in the middle
of the range of instrument pixels that were probed during the
scan. The separate responses of each pixel were combined by
centering each pixel’s response about its respective wavelength
centroid. The centroid wavelength λcen of each pixel was
determined with a simple Gaussian fit to the core of each ILS.
We emphasize that this Gaussian fit was only used to determine
the wavelength centroids; it was not used to characterize the ILS
shapes themselves. Fig. 5(b) shows a semilog plot showing the
centered response of each pixel to the laser scan as a function of
Δλ = λ− λcen; the colors represent the different pixels from
panel (a).

However, many pixels whose cores were not scanned over
directly nonetheless did show nonzero response to the laser
and contained valuable information about the ILS far wings.
It was found that the centroid wavelengths of the central
11 pixels, determined from Gaussian fits, were well approxi-
mated locally as a linear function of spectral pixel index. Thus,
the wavelength centroids of those pixels whose centers were not
scanned over directly could nonetheless be well approximated
via this linear relationship, and their response could therefore be
included in synthesizing the average ILS function for the scan.
The response of these pixels is shown as the black diamonds
in Fig. 5(b). This average ILS was therefore determined with
a resolution more than an order of magnitude greater than the
measurements for any individual pixel. Again, this was taken
to represent the average ILS of the pixels in this particular scan
range.

We were unsuccessful in finding a simple functional form to
the synthetic ILS data such as in Fig. 5(b). Among the func-
tions tried were the combination of Sigmoid and Lorentzian
functions, double Sigmoid, and several Chebyshev rational
functions. Since none of these forms was able to meet the
OCO requirements for accuracy on ILS knowledge, we created
a lookup table to describe the ILS in each spectral range by
interpolating the fitted ILS functions onto a predetermined Δλ
grid. The red vertical red lines in Fig. 5(b) represent this grid
for one of the OCO bands.

The ∼160 Δλ grid points were chosen such that the grid
sampling in the ILS core, where the pixel response was very
sensitive to small changes in the ILS profile, was much greater
than the sampling in the wings of the ILS. The interpolation
was performed by fitting a cubic polynomial to the samples
nearest the desired grid point. This process was repeated for
all 19 laser scans for each spatial footprint and spectral band.
These were then normalized such that the area under each ILS
profile was unity. This process resulted in tabular ILS profiles
assumed to be representative of the ILS for the pixel at the
center wavelength of the corresponding laser scan.

C. ILS Spectral Variation

In order to determine the ILS profile at all 1016 pixels in an
OCO spectral band, an additional step was required. As stated
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Fig. 6. Polynomial fit of the dependence of pixel relative response on spectral
pixel index. Panel (a) shows the mean ILS for the strong CO2 band, footprint 4.
Panels P1–P5 show the polynomial fits of the ILS dependence on spectral pixel
index for the locations P1–P5 depicted in panel (a). The fit orders and % rms
values are also given. Fits from second to fifth order were used; for a given Δλ
grid point, the fit order was increased until there was no significant reduction in
the rms residuals.

previously, it was assumed that each ILS varied smoothly as a
function of λcen across each spectral band. Therefore, the final
step in this process was to fit a polynomial separately to each of
the ∼160 preset Δλ grid points as a function of spectral pixel
index. However, it was found that the polynomial order required
to make a good fit depended on where in the ILS one was fitting.
In the ILS wings, a second-order fit was generally sufficient, but
near the ILS core, up to a fifth-order fit was sometimes required.
The lowest order polynomial that produced a reasonable fit
was used for each of the grid points. Representative fits for
the strong CO2 band ILS are shown in Fig. 6. Five positions
representing parts of the ILS from the core to well down into
the wings are shown. It is evident that, in some locations within
the ILS function, a polynomial is not necessarily the best choice
for the functional form of ILS spectral variation, although it was
deemed adequate.

Unfortunately, the polynomial fits tended to produce ILS
profiles that were not smooth pseudo-Lorentzians at the edges
of the spectrometer bands. This was because, for example, the
19 laser scans did not cover the 50 lowest wavelength pixels
in the O2 A-band which means that there was no information
about the response trend of a particular grid point at that band
edge. As such, the fit values were simply held constant from the
last measured pixel location to the band edge.

With polynomial fits for all Δλ grid points in hand, the ILS
functions for each spectrometer pixel were area normalized
once again. The resulting product was then an ILS function on
the regular Δλ grid for all 1016 pixels and eight footprints in

Fig. 7. Summary of the ILS profiles derived from the tunable diode-laser data.
Panel (a) shows a semilog plot of the ILS for spectral pixel indexes (black) 50
and (gray) 950 for the O2 A-band. Panel (b) shows a linear plot of the ILS core,
demarcated by the dashed vertical lines in panel (a). Panels (c) and (d) are same
as Panels (a) and (b) but for the weak CO2 band. Panels (e) and (f) are same as
Panels (a) and (b) but for the strong CO2 band.

each of the three OCO bands. Fig. 7 shows the derived ILS
profiles for the fourth spatial footprint near the left band edge
(spectral pixel index 50, black) and right band edge (spectral
pixel index 950, gray) for each of the three OCO bands. It was
found that the profiles were not always perfectly symmetric,
even in the ILS core; the asymmetry was worst in the weak
CO2 band footprint 1.

D. Spectral Dispersion

The Gaussian fits to the centroid wavelength response of
each pixel, described in Section III-B, enabled a simple de-
termination of the spectral dispersion for each of eight spatial
footprints and three spectral bands of the OCO instrument. It
was found that the centroid wavelengths of the pixels of a given
footprint had a spacing that varied smoothly across the band
in question and could be described by a simple polynomial.
In the end, a fourth-order polynomial was sufficient to model
the laser-based dispersion in all three bands. A second-order
polynomial was basically sufficient in the O2 A-band, but errors
were reduced significantly by going to fourth order for the two
CO2 bands. This was particularly true in the strong CO2 band,
whose spectral dispersion was seen to have a strong third-order
component.

The spectral dispersion fits and residuals are shown in Fig. 8
for footprint 4. The rms errors in the three bands are seen to be
on the order of 1–2 pm and are worst in the weak CO2 band,
although for no obvious reason. These specific errors were
immaterial in that the dispersion accuracy was only required
via sufficient performance in comparison with the ground-based
FTS spectra. This test is described in Section IV in which it
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Fig. 8. Polynomial fits to spectral dispersion. (Left-hand panels) (Solid line) Fourth-order polynomial fits to footprint 4 wavelength centroids derived from (filled
circles) laser data as a function of spectral pixel index (1, . . ., 1016), for the three OCO bands, respectively. Only a slight curvature is visibly apparent. (Right-hand
panels) Residuals of polynomial fits to wavelength centroids of (circles) second order, (triangles) third order, and (squares) fourth order for each band. Displayed
rms errors are best for the fourth-order fits, particularly for the two CO2 bands.

will be seen that the laser-based dispersion failed to meet our
prelaunch accuracy requirement and hence required refinement.

IV. REFINEMENT AND VALIDATION

A. Comparison of OCO and FTS Solar Spectra

A novel technique was employed to validate the spectral
calibration of the OCO instrument. During thermal vacuum
testing, there were some periods when a heliostat was used
to direct sunlight into the OCO instrument aperture. Simul-
taneously, an FTS7 acquired high-resolution solar spectra.
The FTS spectra provided an excellent reference standard
against which to compare the calibrated OCO spectra. The
FTS spectra were acquired at 0.014 cm−1 unapodized resolu-
tion, which is approximately 20 times higher than the spec-
tral resolution of the OCO instrument. Additionally, the FTS
spectra had high SNR (> 10 000:1) and were characterized
by a single well-determined ILS for the entire spectral range
[9]. The measurements discussed here were taken at JPL on
February 27, 2008.

In order to compare simultaneously acquired solar spectra
from the two instruments, the FTS spectrum was convolved
with the OCO instrument ILS to create a synthetic OCO-like
spectrum. OCO’s spectral calibration requirements necessitated
agreement to within < 0.25% (rms) between the actual OCO
spectra and FTS-measured synthetic spectra across all three
OCO spectrometer bands. An implicit assumption with this
approach was that the FTS spectra were of sufficiently higher
resolution than those of OCO that they could be treated as
monochromatic. This assumption was tested with independent
calculations that explicitly convolved the OCO signal with

7Bruker IFS model 125HR.

the known FTS ILS; errors associated with the assumption
occurred at the 0.02% level and, thus, were deemed acceptable.

The two instruments could be expected to disagree for two
reasons independent of OCO calibration accuracy. First, the
integration time of the OCO instrument was 0.34 s while the
FTS required 79 s to make an observation. We averaged the 237
OCO spectra taken during the FTS observation, but changes
in solar zenith angle or atmospheric conditions over the 79-s
period could be expected to lead to slight differences in the
two sets of spectra. Second, the FTS had a smaller field of
view than the OCO instrument and observed only the center of
the solar disk while the OCO observed the full disk-integrated
spectrum. This narrowed the observed solar lines in the syn-
thetic spectrum, giving anomalously large relative residuals to
pixels containing strong solar lines. The broadening was due
to the Doppler shift of the solar absorption lines as well as the
different pressure and temperature profiles at the edge of the
solar disk. These were picked up by the OCO instrument but not
by the FTS. For this reason, the pixels containing appreciable
solar absorption features were not included in the analysis of
the residual statistics.

Synthetic OCO spectra were created by convolving the si-
multaneously acquired FTS spectra with the ILS profiles of
each OCO spectral pixel. Because the FTS spectra were radio-
metrically uncalibrated, an absolute comparison between the
two instruments was impossible. Therefore, the spectra from
both instruments were first adjusted so that their continuum
levels were approximately unity. A sample FTS spectrum for
the weak CO2 band is shown in Fig. 9(a), taken when the sun
was at an angle of 52.5◦ from the local zenith. The adjusted FTS
spectrum was then convolved with the OCO ILS for each of the
1016 OCO pixels in a given band, yielding a synthetic OCO
spectrum [see Fig. 9(b)]. Differencing the real and synthetic
spectra yielded the residuals that were used as the basis from
which to assess the accuracy of the OCO spectral calibration.
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Fig. 9. Production of the synthetic spectrometer measurement. Panel (a) shows the high-resolution FTS spectrum over the weak CO2 band. The FTS spectrum
is convolved with the OCO ILS to yield a synthetic OCO-like spectrum. (Red) Synthetic spectrum is seen in panel (b) over top (black) the OCO measurement.
Bad pixels and solar lines have been masked out of the synthetic spectrum. The residuals between the OCO spectrum and the synthetic spectrum are shown in
panel (c).

Fig. 10. Panels (a), (c), and (e) display (red) the FTS-based synthetic spectra as well as (black) the OCO spectrometer signal for the O2 A-band, weak CO2 band,
and strong CO2 band, respectively. Note that solar lines, bad pixels, and regions of stray light have been masked out of the synthetic spectra (the latter affects the
low-wavelength end of the weak and strong CO2 bands). Panels (b), (d), and (f) contain the relative residuals in percent for the corresponding spectrum to the left.
The original laser-based ILS and dispersion equations yielded (red) residuals as high as 0.6%, greater than mission tolerances. After optimizing the dispersion
parameters, the synthetic spectra produced (black) residuals that were much improved. Optimizing both the dispersion parameters and a single ILS parameter
related to the level of the far wings, (blue) the residuals become better still.

Initial fits showed that imperfect parameterization of solar lines
and unmasked bad OCO pixels dominated the residuals. The
spectral pixels containing these features were therefore omitted
from the comparisons.

B. Dispersion Refinement

Initial comparisons failed to produce rms residuals < 0.25%,
even when removing bad pixels and solar lines. Therefore, we
undertook an optimization process to refine the OCO spectral
calibration parameters. This process is shown in Fig. 10. The
left-hand panels of this plot show the measured OCO spectra

(black) and FTS-based synthetic OCO spectra (red) for all
three OCO bands for spatial footprint 4. The synthetic spectra
have had solar lines as well as bad pixels removed. We also
omitted small portions of the two CO2 bands that suffered from
known stray light contamination. The affected regions occur at
the low-wavelength end of each spectral band and also have
been masked out of the synthetic OCO spectra. The right-hand
panels in Fig. 10 show the residuals for the laser-based ILS and
dispersion in black.

The dispersion parameters were optimized by fixing the ILS
and fitting a fourth-order polynomial to the spectral disper-
sion until the spectral residuals were minimized. A simple
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Gauss–Newton iteration approach (see, e.g., [10]) was used to
perform the actual optimization. The spectral residuals resulting
from the optimized dispersion parameters are plotted in black
in the right-hand panels in Fig. 10. The residuals are reduced
significantly in all three bands. The FTS wavelength calibration
was assumed to be perfect. The refined dispersion parameters
typically changed the λcen value for each OCO pixel by 1–2 pm,
demonstrating the superior sensitivity of this approach as com-
pared to the diode-laser calibration alone. The basic reason for
this is because we are fitting to all atmospheric lines in the
spectral band simultaneously, instead of just a few diode-laser
wavelengths.

C. ILS Refinement

The ILS profiles derived from the tunable diode-laser testing
were subject to potential systematic errors. For example, ILS
measurements using coherent light (such as from a laser) can,
under certain circumstances, yield an ILS that has a different
FWHM than one determined using incoherent light [11]. Sys-
tematic errors in the OCO dark response [4] could also lead to
ILS functions with incorrectly characterized wings. To account
for these potential effects, two simple ILS fit parameters were
adjusted in a similar manner as for the dispersion optimization.
The first parameter γ simply scaled the ILS in the Δλ axis
by a factor of γ; γ = 1 therefore represented no change from
the laser data. The second parameter α raised the entire ILS to
the power α but then rescaled the Δλ axis so that the FWHM
was unchanged. This had the effect of increasing (α < 1) or
decreasing (α > 1) the relative amplitude of the ILS wings.

The ILS refinement parameters γ and α were optimized
for each OCO footprint and band simultaneously with the
dispersion optimization as there could be slight correlations
between the two sets of parameters. It was found that γ never
changed appreciably from its initial value of 1.0, meaning that
the FWHM of the ILS was well measured by the laser data.
However, the wing parameter α was found to be optimal at
a value between 0.92 and 0.97, depending on the footprint
and band, which had the effect of slightly increasing the ILS
far-wing response. Residuals for the fully optimized ILS and
dispersion are shown in the blue curves in Fig. 10. There is a
noticeable improvement in both the O2 A-band and strong CO2

bands, but the weak CO2 band residuals are virtually unchanged
from those obtained using the pure laser-based ILS profiles.

D. Validation

Fig. 10 shows that adjusting both the ILS and dispersion
parameters reduced the rms residuals to 0.14% for the O2

A-band, 0.23% for the weak CO2 band, and 0.14% for the
strong CO2 band. These residuals met the preflight spectral
calibration accuracy requirements and served to validate the
ILS profiles and dispersion equations. The reason for the rel-
atively higher residuals in the weak CO2 band is most likely
weak unfiltered solar lines, but further investigation is required
to confirm this.

The dispersion and ILS optimizations were performed using
a single FTS spectrum taken at a solar zenith angle of 52.5◦. To

test this optimized spectral calibration, comparisons of the FTS
and OCO spectra were made for approximately 130 different
solar spectra, taken from sunrise to midmorning on a partic-
ularly clear day and spanning solar zenith angles from 85.2◦

to 52◦. During this test, the optical depth near the line cores
varies from ∼10 to 1.6 air masses, providing a stringent test of
the refined spectral calibration. The residuals of the comparison
between the OCO spectrometer and synthetic spectra changed
only slightly between the beginning and end of the data set,
although they did get noticeably worse for the highest solar
zenith angles. However, all residuals were much better with the
optimized spectral calibration as compared to the laser-based
calibration, indicating that the optimized spectral calibration
was general and not an artifact of the single FTS spectrum used
for the optimization.

V. CONCLUSION

We have described the preflight spectral calibration of the
OCO instrument, including ILS profiles and spectral dispersion,
and shown that these were characterized to within the mis-
sion accuracy requirements. Accurate characterization of the
ILS and dispersion was achieved by scanning single-frequency
lasers across each spectral range. The spectral calibration pa-
rameters were further optimized and validated by comparing
atmospheric spectra acquired simultaneously by the OCO flight
instrument and a collocated high-resolution FTS. The on-orbit
spectral calibration strategy was to develop a refined error
model and combine this with in-flight observations to improve
the ILS and dispersion equations further. In particular, observa-
tions of the solar spectrum over an entire dayside orbit would
Doppler shift the solar absorption features in each band by more
than two OCO spectral pixels, providing data similar to those
from scanning the tunable diode lasers. These observations
would have enabled the refinement and validation of the ILS
and dispersion parameters in flight.

For the upcoming OCO-2 reflight, the tunable laser-diode
tests will be expanded to include a larger number of more
uniformly spaced wavelength scans. Also, the spinning disk
will be removed, and laser speckle will be reduced by applying
ultrasonic vibrations to the laser fiber. This will greatly increase
the laser power illuminating the OCO-2 instrument, allowing
for more accurate characterization of the ILS far wings. These
data, coupled with the analysis methods described in this paper,
define the basic road map for the upcoming OCO-2 spectral
calibration.
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